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Abstract: Oil spill occurrences continue to raise varying questions and concerns 

about their impact on and behaviour in the marine environment as they have the 

potential to cause unfavourable environmental, economic and social impacts. 

Understanding the behaviour of oil interactions with the ocean and nearby coastal 

environments is crucial in maintaining a reasonable relationship between relevant 

stakeholders. For this purpose, oil spill numerical models are useful for predicting 

the movement and distribution of oil in any receiving marine environment. As a 

first attempt, this paper presents a very crude oil plume model to simulate the 

underwater behaviour of a heavy crude oil which originates from an injection point 

source protruding the water surface discharging heavy oil into a receiving water 

body of shallow water depth. Most of the existing surface oil spill models do not 

cater for spills that initially behave as a jet at the water surface which is an essential 

feature of this hypothetical oil spill scenario. The study sets a specific focus on 

simulating the underwater suspension and horizontal movement of an oil plume 

originating from a spill initially behaving as a positively buoyant jet. The model is 

based on a two-dimensional modified form of the classical Navier-Stokes equations 

and discretized using the Projection method. The model is applied in a rectangular 

domain with suitable boundary conditions and parameterizations to observe the 

underwater oil trajectory behaviour. The model is verified using a benchmark fluid 

flow problem and its results show reasonable relationship of specific gravity with 

depth. The ultimate contribution of the study can provide insights necessary for oil 

spill cleanup decisions as oil behaviour of this nature may pollute the underlying 

water. 

Keywords: Underwater Oil Trajectory Behaviour, Oil Plume Model, Projection 

Method 
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1. Introduction 

A positively buoyant surface discharge oil jet can be considered to occur when a lighter or less 

dense, faster moving fluid is discharged downwardly into a heavier or denser, slower moving fluid, 

for example, heavy crude oil (lighter, faster fluid) into seawater (denser, slower fluid) ambient. In 

such a case, the oil is expected to rise almost immediately to the surface due to buoyancy forces. 

However, in a somewhat unusual manner, the oil becomes trapped at a shallow water depth and 

moves horizontally as shown in Fig. 1. This seemingly odd oil flow behaviour poses the question 

of what is the mechanism that will allow a horizontal column of heavy oil to be suspended at a 

shallow water depth in the water column which is not closely bounded by the seabed and has a 
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small layer of water above it. Such an oil flow behaviour occurring at the water surface and 

behaving as a jet is is therefore of interesting concern, as it is rarely observed in water surface oil 

spill events, which usually behave as a surface oil slick that spreads on the surface and undergoes 

a series of weathering processes that is extensively studied in the literature [2].  

 

 

Figure 18: A positively buoyant water surface oil jet discharge 

 

A large number of studies have been performed on the subsurface or underwater transport 

movement of oil originating from the water surface in which the oil forms a surface slick [1,3,8, 

10, 14, 15, 17, 21, 23]. Most models subscribe to the methods of [9]. Their work considered the 

underwater transport of oil in the form of the dispersion process, which is the transport of 

suspended oil droplets from the water surface oil slick. [12 and 17] states that oil droplet size 

impacts buoyancy, so with oil droplets entraining in the water column from a surface slick, the 

larger droplets tend to the resurface while the smaller droplets remain and become dispersed in the 

water column due to subsurface currents oil droplet size impacts buoyancy. There are also 

commercially available oil spill models [2, 11, 13, 15, 19, 20] that track oil movement and the 

distribution of oil particles in the water column. All these models take into account the vertical 

subsurface entrainment and transport of oil as defined by [7] which states that the advection of 

suspended oil is the movement of oil droplets entrained in the water column due to the water 

current.  

All of the above-mentioned studies were mathematical models based on a series of empirical 

algorithms that consider the underwater movement of water surface oil discharge as oil droplets. 

Although these models continue to produce more and more satisfactory results, the dynamics of 

oil rapidly plunging into the underlying water surface due to an injection source and transitioning 

into an underwater plume is different, mainly as the underwater oil is considered as a plume and 

not as droplets. Therefore, a very crude numerical approach is implemented in this present study 

as a first approach to provide a very basic understanding of the mechanism that can enable the 

suspension of the oil plume. 

2. Mathematical Model 

The mathematical formulation follows closely that of [24] and include: The two-dimensional 

incompressible Navier-Stokes momentum equations, the continuity equation and the energy 

equation. These equations can be written respectively in Cartesian form as: 

 Continuity equation (Conservation of mass) 
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Where t  is the time; x  and z  are the horizontal and vertical directions respectively; u  and w  

are the horizontal and vertical velocity components respectively; o  is the density of the ambient 

fluid; GS  is the specific gravity of the input fluid (defined as the ratio of the density of a substance 

to the density of a reference substance); D  is the diffusivity coefficient;    is the deviation 

density; p is the pressure;  g  is the gravitational acceleration;   is the dynamic viscosity.  

Note for the energy equation, specific gravity, GS was used instead of temperature T . The 

mathematical rationale being: specific gravity is a function of temperature, i.e. ( )GS f T= , since 

GS  is a ratio of densities (as defined above) and if the density value at the denominator is known, 

the density at the numerator can be solved as a function of T . Using the equation of state 

( ),f T S =  and considering as a first approximation that the computational domain is 

homogeneous (constant salinity), i.e. 1o =  we have:  
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Therefore, the differential energy equation is the same, as T  is linear in GS  and so GS  is used 

instead of T .  

The following dimensionless variables are used in this formulation, where U  is the reference 

velocity for the fluid system in the horizontal direction and the variables with superscript * are the 

dimensionless variables defined earlier: 

x
x
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 =     
z

z
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 =    t
t

L
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Substituting the dimensionless variables into equation (1b) and dropping off the ∗ gives:  

2 2

2 2
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    (2) 

where Re  is the Reynolds number defined as the ratio of the inertial forces to viscous forces within 

a fluid. Similarly, equation (1c) in non-dimensionalized form becomes: 
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The buoyancy force term is: 

B
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It is therefore convenient to let the buoyancy force term be equal to GRiS  i.e. 

B G

o
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Where Ri  is the dimensionless Richardson number, defined as the ratio of the buoyancy term to 

the flow shear term. 

The same non-dimensional technique is used for both the continuity and transport equations. 

Therefore, by the non-dimensionalization and simplification method mentioned earlier, the 

following set of equations were derived and solved numerically: 
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Where Ri  is the Raleigh number which describes the ratio of buoyancy to viscous forces acting 

on the flow. Equation (6) through to equation (9) are then solved numerically by the finite 

difference Projection Method approximations. Brief details of this numerical analysis is explained 

in the following sections. 

3. Numerical Technique 

The Chorin-type projection method as described by [6] is used to solve the set of governing 

equations (6) to (9). The solution procedure for the Projection method is a two-step scheme 

involving a predictor step and a pressure corrector step respectively. In the first step an intermediate 

velocity field is computed using the momentum equations. This velocity however, does not satisfy 

the continuity equation and so in the second step a Poisson equation for the pressure is solved 

which is derived using the continuity equation. The intermediate velocity field is then projected 

onto a divergence-free velocity field using the computed pressure. A very brief outline of the steps 

showing the major equations to solve the governing equations are as follows:  

Step 1. We begin with the predictor step in which an incomplete form of the momentum equations 

is integrated to yield an approximate velocity field, which will not be divergence free. That is to 

say, the system is advanced in time to find an intermediate flow field U and W  using explicit 

Euler that satisfies the non-linear advection and diffusion terms as follows:  
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Step 2. Now for the pressure corrector step, a projection operator (pressure term) is introduced to 

correct for the continuity equation, i.e. solving a Poisson equation: 

1 1np U
t

+ − = − 


      (12) 

Computing the gradient of the pressure and the velocity field at time step n + 1 gives: 

1 1n nU U t p+  += −        (13) 

Similarly, this method was done for the energy equation. These steps are iterative until the solution 

is converged and the integration continues to the next step. 
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3.1 Spatial Discretization 

The spatial discretization is performed on a staggered grid with the pressure p in the cell centres, 

the velocities U  and W  are placed on the midpoints of the vertical and horizontal cell boundaries 

respectively. An example of the staggered grid-approach structure representing the physical 

quantities of the problem is shown in Fig. 2. 
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Figure 19: Staggered grid showing the spatial discretization  

Where the domain boundary is indicated by the thick black line on which the boundary conditions 

are imposed. The dark points are the interior points while the grey points on the boundary are the 

boundary points and those outside the domain are the dummy or bluff points. The velocity matrices 

U  and W  contain only the unknown velocity values at the inner cells and not the known boundary 

values. At time t = 0 the velocities are initiated with zeros (i.e. the fluid is at rest). First order 

derivatives are discretized with a central difference over the inner points. The boundary points in 

U  and W  are also included in the matrices and so the matrices are extended at the right, left, top 

and bottom boundaries. The central differences for the inner horizontal u  and vertical w velocity 

points are defined as an example: 

1 1
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, ,i j i j

u u
u

h

+ −
−

=  and 
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2 2
, ,i j i j

w w
w

h

+ −
−
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For the advection (non-linear) terms this is not the case and are calculated using the values of the 

velocity field on the boundaries of the control volumes which are different from the locations the 

discrete velocity field is defined. 

3.2 Boundary Conditions 

The boundary conditions are as follows: The Dirichlet boundary condition specifies a value at the 

boundary, so the horizontal velocity component U  on the left and right boundaries of the 

computational domain are directly applied as these velocity points lie on those boundaries. The 

same condition is applied for the vertical velocity W  on the top and bottom boundaries. However, 

the boundary conditions for U  on the top and bottom boundaries and W  on the left and right 

boundaries are imposed in the following manner: 

2 2
2

in out

b in b out b

U U
U U U U U

+
=  = − =     (14) 

The Neumann boundary condition specifies value for the normal derivative at the boundary point. 

The Neumann boundary condition specifies a zero value for the normal derivative along the 

boundary and this is applied in the following manner: 
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The geometry of the problem that is simulated is shown in Fig. 3. This configuration allows for 

the downward movement of the oil and the horizontal movement and suspension of the oil at a 

depth beneath the water surface. Note that   in the diagram is specific gravity.  

u=0.1
w=0

u=0.1
w=0

Inlet

u=0.2   w=-0.2
p=0.98

u=0.1  w=0

u=0.1  w=0

Outflow

  

 
0

u w

x z

 
= =

 

 

Figure 20: Geometry of the oil flow problem and the various boundary conditions 

4. Model Results 

In a first approximation, the present model has been used to simulate the suspension of the 

submerged oil in the water column moving along the x-direction. A simple validation of the model 

was first conducted by setting both the lower and upper boundaries of the computational grid to 

arbitrary temperatures of one degree and zero degree respectively. Therefore, density variation in 

the flow is generated due to the temperature gradient between the two boundaries and the density 

variation due to the buoyancy forces will induce the motion in the fluid. The result of this flow 

behaviour is observed in Fig. 4 which shows some convective plumes as expected from a 

temperature gradient between two plates. The model was then used to illustrate the simulation of 

a less dense fluid entering a slightly denser fluid. This modeling is a very simple attempt to capture 

the oil’s lateral movement and entrapment in the water column as the fluid concentration was 

allowed to enter a homogeneous computational domain. Fig. 5(a) shows the computational domain 

in which the initial fluid injection and submergence of the less dense fluid (represented by the red 

colour) into the water surface of the slightly denser fluid (represented by the blue color), 10 minutes 

after the release. Fig. 5(b) shows the same fluid injection forming an underwater plume and floating 

over the denser fluid moving horizontally in the water column at 30 minutes after the release. Fig.  

5(c) shows further horizontal movement and growth of the plume as it displaces more of the denser 

fluid. Fig. 5(d) shows the end of the model run, where it can be observed that the plume 

concentration appears to be suspended between the upper mixed layer and the denser blue color 

bottom layer forming a stable layer at a vertical depth of about 2-6 metres.  

An analysis of the model results suggests that the submerged fluid travelled horizontally and 

became entrapped or suspended in the denser fluid at a shallow depth beneath the water surface as 

it appears that the submerged fluid reached a density sensitive layer with the surrounding ambient 

water, thereby forming a pycnocline or terminal layer. Fig. 6 shows the present model result of a 

plot of specific gravity versus depth. This plot illustrates the expected decreasing of specific gravity 

with depth as stated by [5, 18]. The plot also shows a stable layer potentially indicating a 
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pycnocline between 1-5 metres water depth, where the oil might be trapped. This may potentially 

verify in a very first and rough approximation, the potential capability of the present model to 

capture the behaviour of the oil becoming suspended.  

 

Figure 21: Benchmark model results showing flow behaviour due to temperature variation 

between the lower and upper boundaries 

 

(a) Less dense fluid injected at the water surface, 10 mins after release (b) Same fluid injection, 

30 mins. After release 

 

(c) Same fluid injection, 60 mins. After release  (d) Same fluid injection, 90 mins. 

After release 

Figure 22: Results of present model of specific gravity (relative density) showing simulations 

illustrating the behaviour of a less dense (red colour) fluid discharging into a slightly more dense 

(blue color) ambient domain at different timesteps and remaining suspended in the water column 
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Figure 23: Present model result showing plot of specific gravity versus depth, where the distance 

between the dashed lines represent the stable pycnocline layer 

4.1 Results and Discussion 

In this model, the research is focused on the suspension of the oil plume at a shallow depth of (< 

10m) and moving downstream. The API gravity of oil is a measure of how light or heavy oil is 

compared to water. An API gravity value of 10 is equivalent to water, which means any oil with 

an API below 10 will sink while any oil with API above 10 will float. In the present study, the 

discharged oil is given an API value of 13.6. This feature highlights the interest of the research 

problem, where the oil has an API above 10, but, however, became trapped underwater instead of 

floating. A possible mechanism explaining the oil behaviour is that because of the high exit 

velocity of the initial jet (note that, the higher the exit velocity, the smaller the oil droplets i.e. 

spray-like), it is possible for the initial jet to mix rapidly with the slower moving ambient seawater 

and form smaller droplets that lose their buoyancy and begin to ’mushroom’ forming an 

underwater oil plume at a shallow depth creating a ’terminal layer’ or pycnocline. According to 

[5], smaller droplets increase the probability of the formation of underwater plumes. The 

computational model domain and input data is therefore simplified as follows: for the sake of 

computational expense and simplicity, it is convenient to observe the oil behaviour at more 

reasonable ambient and oil spill conditions. The conversion from API gravity to density first 

requires conversion to specific gravity ( GS ) which is given by: GS  = 141.5 API+131.5 and so as a 

first approximation to the problem, the calculated GS  of 0.98 was used as the input oil density. A 

horizontal ambient velocity and smaller oil exit velocity of 0.1m/s and 0.2m/s were chosen 

respectively. The computational grid is a uniform rectangular grid with dimensions of 10m in the 

vertical z direction and 40m in the horizontal x direction and a mesh size of 100x100 in both 

directions. The total time taken for model run = 1 hour and 40 minutes and the width of timestep 

= 6 seconds. 
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5. Conclusion 

This study sets a specific focus on the underwater suspension of the oil. In which case a very 

simplified first step approach of a two dimensional CFD numerical model is developed to simulate 

the horizontal motion and entrapment of a plume-like oil mass in the water column. The model is 

based on the classical equations for fluid motion including: The Continuity equation, the Navier-

Stokes momentum equations and scalar energy equation using the finite difference Projection 

method approach where velocity, pressure and relative density (specific gravity) fields are 

resolved. The results of the model (Fig. 6) appear to reproduce the general profile behaviour 

supporting the oil behaviour, as it is shown that in the vicinity of about 2-6m below the water 

surface, there is a stable layer where it appears that the oil may have become suspended and this 

is represented in the present model by the encircled area showing the thick dark red patch. 

The model results were analysed qualitatively and showed reasonable agreement with the expected 

relationship between relative density (specific gravity) and depth as is described in literature, with 

the data also showing a stable pycnocline layer forming at a water depth of about 1-5m. This may 

verify the potential capability of the present model to capture the suspension of the oil as shown 

in fig. 5d which shows the dense fluid trapped at a depth of about 2-6m and appears to be moving 

horizontally. The present model results therefore illustrate as a first attempt and rough 

approximation, the potential capabilities of the model to simulate and study the behaviour of oil 

movement and neutral buoyancy beneath the water surface, and suggest that neutral buoyancy can 

be achieved when the effluent reaches an important sensitive density balance layer with the 

ambient fluid putting it in suspension in the water column. In order to see a more detailed 

appropriate behaviour of the underwater oil plume, more effort must be put into developing the 

density field to more properly define the pycnocline level where the oil was trapped and moved 

horizontally and using actual data of the spill event and the receiving marine ambient environment. 

Oils that remain suspended in the water column pose risks to certain resources that are not normally 

affected by floating oils [4] and so the model presented here, has the potential for becoming more 

appropriate in informing and aiding in cleanup decisions in such instances where the oil becomes 

submerged.  
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